
FRoG: Evaluating Fuzzy Reasoning of Generalized Quantifiers in Large Language Models

Do LLMs handle fuzzy reasoning as strong as math reasoning?

How
Genearlized Quantifier (GQs) expressions articulated fuzzy 
event + Math problems (2k GSM8K + MathQA).

Why
Reasoning based on clear, rule-based information (e.g. math)

Reasoning based on fuzzy and imprecise information (e.g. 
Natural language based)
● Relying on NL that do not capture information with precise 

granularity (Novak, 2015).
● An under-explored field for complex, real-world reasoning.

There have been successive increases of 20% and then 
most in the price of gas from the previous month. By what 
percentage should a driver reduce gas consumption so 
that the expenditure does not change?
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How to Have Strong Fuzzy 
Reasoning? 

I. Math/Code Tuning - No

II. General Alignment - Maybe

5-shot, CoT

III. Larger Model - 50% Times lines for inverse scaling

 IV. Generalization from Strong Math Reasoning - No
Fuzzy vs Precise Reasoning

Reasoning Patterns
Phase I: Locating the target percentage value
● Directly solving the target percentage value (standard)
● Approaching a close-enough percentage value.
● Incomplete solution (e.g. unsolved euqations)

Phase II: Quantifier estimation

Explicit Implicit

Other Findings

● Correct percentage value/quantifier estimation ≠ correct GQ.
● Same model family + same percentage value ≠ same GQ.

TL; DR
● A benchmark for fuzzy reasoning based on real-world 

complex math reasoning problems.
● Models w/ stronger math reasoning can perform worse.
● Quantifier estimation is model-sepecific.

         Whether LLMs handle fuzzy reasoning in the 
same way as precise (math) reasoning?

Where


